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Abstract. We propose an argumentation framework for modelling juagedul dis-
pute resolution where the dispute parties present theunaegts before a judge
and a jury. While the judge as the arbiter of law determineslégal permissibil-
ity of the presented arguments the jurors as triers of fagterthine their proba-
ble weights. Such a framework is based on two key componelassical argu-
mentation frameworks containing legally permissible angats and probabilistic
spaces assigning probable weights to arguments. A juroylsability space is rep-
resented by a set of possible worlds coupled with a prolséibilneasure computed
by assumption-based argumentation framework using gemisdmantics.

Keywords. Probabilistic argumentation, jury-based dispute regmiut

Introduction

In villages throughout Asia, Africa and Latin America, digps are often resolved by
councils of elders. In modern-day population centers, mafche functions of such el-
der councils are practiced by trials in legal courts or uasig&inds of mediation bod-
ies. There are other similar though less formal ways for spesolutions like de-
bates between presidential candidates (e.g. Obama andild@an election where
the candidates exchange arguments and ultimately the mierobaudience decide the
winner and loser. Committees, task forces are also commonsfof dispute resolu-
tion. All of these forms of dispute resolution are arguablstances of what we will re-
fer to in this paper as jury-based dispute resolution wheegury members weigh the
credilibities of the presented arguments and collectivehke their decisions. Though
it seems to be recognized widely that argumentation is a keghanism in jury-based
dispute resolution, a formal model of how it is deployed itb &t be developed. To clar-
ify the problems, let us start with a simple example whoseydioe is borrowed from
Riveret,Rotolo,Sartor,Prakken and B.Roth][8].

Example 0.1 John sued Henry for the damage caused to him when he drovesatiad
to avoid hitting Henry’s cow. John’s argument is:

J: Henry should pay damage because Henry is the owner of theaoovthe cow
caused the accident

1Corresponding Author: Phan Minh Dung, Department of Comp8tience, Asian Institute of Technology,
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Henry countered by two arguments:

H: John was negligent as evidences at the accident locatiowghat John was
driving fast on the hilly road. Hence the cow was not the caafsbe accident

H'’: The cow was mad and the madness of the cow should be viewetbaza
majeure

Could John win the case ? Suppose that Henry could not putforany evidence
"proving" the madness of his cow. The judge dismisses tledeargumenti’ as irrel-
evant. Hence the probability for John to win depends on hkehlithe judge (as the sole
juror) considers fast driving as a cause of the accident.

Note that John’s argument J is based on a common norm (or laatf)dwners are
responsible for the damages caused by their animals whiteyeargumentd is based
on a causal relation between John'’s fast driving and the dect.

Example 0.2 We give a bare-bone sketch of the argumentation at the infartv@l of
0OJ Simpson for the murder of his wife [10]. In a nutshell, thaimargument of the
prosecutor linking Simpson directly to the murder is baseddlA tests of blood found
at the murder scene and on two socks and a glove found in Sivsgsause. It could be
presented in an informal way as follows:

P: Based on DNA tests showing that there is Simpson’s bloddeatturder scene
and the victim’s blood on the socks and glove, Simpson is thiden

The defence countered in two ways:

D;: By introducing Henry Lee, a respectable forensic exper wastifies that the
results of DNA tests are not normal

Ds: By pointing out that (1) Mark Fuhrman, the police officerleating most of the
evidences at the crime scene and Simpson’s house is a liaraared who has admitted
of planting evidence to help prosecutors convicting dedaitslin the past and (2) there
are other irregularities in the evidence collecting prosesd (3) the glove does not fit
Simpson’s hand, the defence puts forwards the claim thet e police conspiracy to
frame Simpson by planting evidences against him.

At the criminal trial, where a conviction must be beyond mesble doubt, Simpson
is not convicted though at the following civil trial where anviction could be based on
preponderance, Simpson is found guilty of murdering hig aiid her guest. Interest-
ingly, at the civil trial, "argument"D- of the defence is not allowed by the trial judge.
Further, the jury at the criminal trial is mostly black whiieis mostly white at the civil
one. It is generally accepted [10] that racial bias playedeykole in the outcomes of
both trials.

The purpose of this paper is to offer an agument-based modékld some light on
these kinds of applications. The paper is structured agvisll We first introduce the no-
tion of abstract argumentation for jury-based disputelg®m and two criteria for ad-
judication: beyond reasonable doubts and majority votiith mreponderance. We then
introduce probabilistic assumption-based argumentatscamethodolody for represent-
ing probability spaces. We illustrate the applicablity lné new framework by applying
it to the infamous OJ Simpson trials. We then conclude.



1. Abstract Argumentation For Jury-Based Dispute Resolutdn (AAJ)

An abstract argumentation framework [3] is a pdi¥ = (AR, att), whereAR is a
set of arguments, analtt is a binary relation overl R representing the attack relation
between the arguments wif¥, B) € att meaningA attacksB. For simplicity, we
restrict ourself on frameworks with finite sets of argumeAtset S of arguments attacks
an argument if some argument in S attacks; S attacks another sef’ if S attacks
some argument it$’. A setS of arguments iconflict-freeiff it does not attack itself.
Argument A is acceptablewith respect toSiff S attacks each argument attacking A.
Sis admissibleiff Sis conflict-free and each argument$®is acceptable with respect
to S The semantics of argumentation could be characterizedfixp@int theory of the
characteristic functiod’(S) = {A € AR | A is acceptable wrf}. It is easy to see that
S is admissible iff S is conflict free anfl C F'(S). As F' is monotonic,the least fixed
point of F’ exists and is defined as tgeounded extensioof AF'.

A finite probability space is a pairll = (W, P) where)V a finite set of all possible
worlds andP is a mapping fromV into the interval0, 1] such that ey P(w) = 1.

There are many forms of jury-based adjudication. In a sijglge trial or a three-
judges appelate courts, the jury consisting of the judgeself is fully capable to in-
troduce new legal arguments not presented by the partigeindebate. On the other
hand, as lay jurors may have only the most basic educatiomanaell-versed in the
laws and norms, they should not be allowed to introduce ngel ler norm-based argu-
ments in their consideration apart from those presenteldéglispute parties. In contrast,
the members of audiences in presidential debates have etafptedom to introduce
whatever arguments they consider fit in their "adjudicdtadfithe debate. Understanding
the fundamentals of jury-based adjudication is an enorngcbafienge for the research
on argument-based dispute resolution. In this paper, wi¢ diarself to the case where
the jurors are restricted to consider the probabilitiesanfsal arguments. We follow evi-
dence law in modeling the judge as the arbiter of law and trerguas the triers of facts
2[5,6,11]. In other words, the judge determines the adniligibf evidences while the
jurors determine the probable weights of the evidences.

Definition 1.1 An Abstract Argumentation framework for Jury-based dispasolution
(AAJ) is a tuple

(AF,Hl,...,Hn,l_l,...,}_n), nzl

satisfying following conditions:

1. AF = (AR, att) is an abstract argumentation framework with a distinct sibs
of argumentsAR. C AR representing intuitively the set of arguments that are
based on some causal relationships
Abusing the notations, argumentsARR. are called causal arguments while ar-
guments inAR — AR, are called norm-based arguments.

Note that the construction of F' is under the arbitration of the judge.

2This is not saying that jury members are not influenced by thiases in making their decision
SNote that an argument could be based on both legal norms amséloglations. Such a argument also
belongs toAR..



2. II, = W;, P;), 1 < i < n are probability spaces whefe/; consists of possible
worlds of the juror i.
Relations; C W, x AR ,1 < i < n specify the legitimacy of the arguments wrt
possile worlds of the jurors where for eaghe AR — AR, for eachw € W :,
w F; A holdg

Intuitively, probability space$l; assign weights to the arguments allowed for con-
sideration by the judge. The conditian; A for A € AR — AR, captures the intuition
that jurors only determine the probable weights of the amguis) but do not challenge
the legality of arguments.

Definition 1.2 Let (AF,I1;,...,IL,,F1,...,,) be an AAJ andv € W,.

e The argumentation framework wit, denoted byAF,, = (AR,,, att,,), consists
of the set of all arguments permissible witand the attack relation between
them, i.e.

ARy, ={A€ AR |whk; A} atty = att N AR, x AR,

The grounded extension dfF’,, is denoted by7E,, .
e We define the grounded probability of argumen® Aor juror i, denoted by
Prob;(A), as follows

Probi(A)= Y P(w)

WEW;:AEGE,,

For illustration, consider the AAJAF,II,F) in example 0.1 whereAF =
(AR, att) with AR = {J,H}, AR. = {H} andatt = {(H, J)} andIl = (W, P) with
W = {wy, w2} wherew; = {J, H}, wy = {J}. Definew; - Aif A € w,. Suppose
P(w;) = 0.6, P (wy) = 0.4. As GE,, = {H} andGE,, = {J}, the grounded
probability of J is:Prob(J) = 0.4.

1.1. Protocol for Adjudication

How could a decision be reached in an jury-based adjudic&idhere are at least two
criteria: Beyond reasonable doubt and majority voting \pitaponderance.

An argument A isaccepted beyond reasonable doulity a juror i if Prob;(A) = 1.

A is accepted beyond reasonable doubt by the jury if A is aeckpeyond reasonable
doubt by each juror.

An argument A isaccepted with preponderancey a juror i if Prob;(A) > 0.5. A
is accepted by majority voting with preponderance if A isegated with preponderance
by a majority of the jurors.

In example of John and Henry, as the probability of John'siargnt J is only 0.4,
the judge would decide the case for Henry. Note that in thig cas the jury consists of
only the judge, both protocols give the same result. In lett@pter, we will elaborate the
case of Simpson’s trials for further illustrations.

4i.e. juror i considers all norm-based arguments legitinatl of his possible worlds
5To be precise, it should be: the probability of A wrt groungedhantics



2. Assumption-based Argumentation For Jury-Based Disput&esolution (ABAJ)

In general, definition 1.1 puts no restriction on the way ptality spaces/V are defined.
It could be for example presented using statistical, proiséb theories or calculus. But
at the top level, where the audience (e.g. judges, jurieb@general TV audience at
large in a presidential debate) should not be expected te fuawnal technical knowl-
edge, specialized theories (like theories about the piitityadif the outcome of a DNA
test) should be encapsulated in modules whose input-owifilite presented to the au-
dience. Further lay jurors almost always employ commoresesasoning to "compute”
the probabilities of the arguments. Let us consider agaamgate 0.1.

Example 2.1 Argument/ is represented by the following rufes

r1: henryPay < henryOwnerO fCow, cowCauseAccident, ~ forceMajeure

ro: cowCauseAccident <~ johnNegligent

r3. henryOwnerO fCow <+
ArgumentH is represented by the following rules:

ry4. johnNegligent < drivingFast, p,

r5. drivingFast < p1

wherepg, p1 are probabilistic assumptions withy representing the probability of
the accident caused by John's fast driving whilerepresenting the probability of the
event that John was driving fast. Note that rutesrs, 3 do not contain any probabilistic
assumptions. It implies that argument J is norm-based.

The possible worlds in the probabilistic space of the judgenvhe (acting as the
sole juror) reflects on the case before making a decision epeasented by maximally
consistent subsets of the set of probabilistic assumpfipaspo, p1, —p1} where— is
the classical negation operator. Assuming the indeperelehthe assumptions), p1, a
probability measure could be given by clauses

6. [po : 0.8] +

7. [—|p0 : 02] —

8. [pl : 075] —

ro: [7p1 : 0.25]

An assumption-based argumentation (ABA) framework [2s44 itriple (R, A, )
whereR is set of inference rules of the form«+ o4, ... o, (for n > 0) over a language
L, andA C L is a set of assumptions, andis a (total) mapping from into £, where
T is referred to as theontraryof z. Assumptions do not appear in the heads of rules in
R.

A (backward) deductiorof a conclusiona based on (or supported by) a set of
premises) is a sequence of sefs, ..., S, whereS; C £, 51 = {a}, S, = Q, and
for every i, wheres is the selected sentenceS$it o ¢ @ andS;11 = S; — {o} U S for
some inference rule of the form« S € R.

An argumenfor a € £ supported by a set of assumptiapss a (backward) deduc-
tion § from « to @ and denoted byQ, 6, o). An argument @, ¢, «) attacks an argument
(Q', ¢, ) if ais the contrary of some assumptionGn.

For simplicity, we often refer to an argume(id}, 6, «) by (Q, «) if there is no pos-
sibility for mistake.

6~ [ is a negation-as-failure assumption whose contrary is I.



Given an ABA frameworkF, a propositionr is said to be @rounded consequence
of 7, denoted byF I, 7 if there is an argument supportingn the grounded extension.

Probabilistic spaces could be represented by probabilistsumption-based argu-
mentation introduced in the following definition.

Definition 2.1 A probabilistic assumption-based argumentation (PABafework is a
triple P = (A,, R,, F) satisfying following properties:

1. A, = {po,...,pn} is a set of probabilistic parameters. gossible world of P
is defined as a maximal (wrt set inclusion) consistent sulfsbe setd,, U—.A,
where—. A, = {-p|p € A,} and— is the classical negation operator.

2. R, is a set of probabilistic rules of the form

[:2] < 01,...00" n>0

whereq is a probabilistic parameter or the negation of a probaliitparameter
and0 < x < 1is a real number such that

(a) If a rule of the form [p : z] < o1,...0, appearsinR, thenR, also
contains the complementary rulg-p : 1 — z] < o1,...0,
(b) For each probabilistic parameter (&, contains a rule of the form

[p:x]

giving the default probability of p.

(c) If two rules of the form [p : 2] + o1,...0n , [p: Y] < ol,...0
appear inR, andz # y then{o1,...0,} C {0},...0},}or{d},...0,} C
{o1,...0,}8°

3. Fis an ABA framework of the forfR, .4, ) where

(a) For eacha € A, neithera nor —a belongs taA, and
(b) No rules inR contain probabilistic parameters in their heads

4. Probabilistic sentences of the forjin: ] do not appear in the bodies of rules in
bothR andR,,.

For illustration, consider again the example 2.1 where #&#&Fis defined by A, =
{po,pl}, Rp = {7"6,7‘7,7‘8,7"9} and F = (R,A,_) with R = {7"1,7‘2,7‘3,7"4,7"5} and
A = {~ johnNegligent, ~ forceMajeure}.

To define the probability measures of probability spacesdated to probabilistic
argumentation, we need first to define the semantics of piiigiedargumentation.

LetP = (Ap, Ry, F) be an PABA framework withF = (R, A, ). Let S be a
consistent subset o, U —..A,,. DefineFg to be the ABA frameworks = (Rgs, A, )
whereRs = RUR, U {a < |« € S}. An argument of? wrt S is defined as an
argument of the AB&s.

“stating that the probability af is x if o1, . .., o, hold

8Note thatX C Y implies thatX # Y

%In general, we could also allow the case{efi, . .. on }U{c?, ... o}, } being inconsistent without causing
any problem apart from a somewhat more complicated notiattatk between probabilitic arguments. But to
get the conceptual idea across to the readers, we restrazlbto the simpler case.



Arguments with conclusion of the forfr : 2] are referred to agrobabilistic argu-
ments

Definition 2.2 Let A = (Q, 0, [« : z]), A’ = (@', ¢, [8 : y]) be probabilistic arguments
of P wrt possible worldw of P andé = S4,...,S5,, andd’ = Sy, ..., S,. Further let
the probabilistic rules used to deriv& from S; and S/, from S; arerq, r} respectively.
We say thatd attacks A’ by specificity if r1, 7} are respectively of the form

[Oé : J,‘] <= 01,0k Ok+41s--+30k+j

B:y] < o1,...0k
such thatj > 0 anda, 5 contain the same probabilistic parameter.

Definition 2.3 LetA = (Q, a), A’ = (Q’, ') be arguments of a PABR wrt a possible
world w of P. We sayA attacks A’ if one of the following conditions is satisfied:

1. A is a non-probabilistic argument and is the contrary of some assumption in
Q'. This attack is called type 1 attack.

2. A, A’ are probabilistic arguments and attacksA’ by specificity. This attack is
called type 2 attack.

3. a is a probabilistic parameterd = (0, o) 1° and A’ is a probabilistic argument
with o’ = [« : z] for some x. This attack is called type 3 attack.

Note that probabilistic arguments do not attack non-praistib ones.
Intuitively, the probability of a possible world w of a PABR = (A,, R, F)

is determined byP(w) = 11 x where GE is the grounded extension of the
(Q,[a:z])EGE
ABA framework F,,. Unfortunately this idea does not work in general as the¥alhg

example illustrates.

Example 2.2 Consider a PABAA,, R,, F) with A, = {p} andR,, consisting of the
following rules:

[p:0.5] «

[-p:0.5]

p:01]+~a

[p:09]«~a
and.F is represented by

a<—~a
where ~ a is the only assumption itF whose contrary is a. Letv = {p}. F,
contains the rules ink,, 7 and the extra rulep <. The arguments ofF,, are
{ap, a1, az,as3,a4,as} whereag = (0, [p: 0.5]), a1 = (0, [-p : 0.5]), a2 = {~al},[p:
0.1]), az = ({~ a},[-p : 0.9]), as = ({~ a},a) andas = (0, p). The attack relation
is: i) a5 attacksaq, as, ii) as, a3 attacksag, a; by specificity, iii)ay attacks itself and
attacks alsaus, a3. The grounded extension GE &f, contains exactly one argument
(@, p). HenceP(w) = 1. Similarly P(w') = 1 for w’ = {-p}. Hence({w,w'}, P) is
not a probability space.

We introduce now a natural condition guaranteeing the gitisc coherence of
PABA generalizing the idea of acyclic logic programming ahgb of Baysian nets.

10,e. o« € w. Note that A is not a probabilistic argument



The dependency graphof a PABAP = (A,, R,,F) consists of atoms as nodes
and there is a link from atom to atomg if there is a rule irlR,, or in F containinge in
its head angl in its body. A PABA framework is said to hgrobabilistic acyclic if there
is no infinite path starting from a probabilistic parameteits dependency graph.

Itis not difficult to see that the PABA frameworks in exampl2 & not probabilistic
acyclic while the PABA in example 2.1 is. Note that each PABanfiework with empty
set of probabilistic rules is probabilistic acyclic.

Lemma2.1lLetP = (A,, R,, F) be a probabilistic acyclic PABA framework amiil
be the set of all possible worlds &. For w € W, let GE,, be the grounded extension
of the ABAF,,. Further define

P(w) = H x

(Q,[a:x]))EGEY,

Then >° P(w) = 1.
weWw

Proof We prove the lemma by induction on n.

1. Base Case: n = 0. Obvious.

2. Inductive Step: Suppose the lemma holdsifer 1. We first prove a couple of
support propositions.
Let A, = {p1,...,pn} such that there is no path from to p; in the depen-
dency graph for any pair< j. Such enumeration exists due to the probabilistic
acyclicity of P.
From definition 2.3, there are three types of attacks denayedt , atto, atts.
Let the set of arguments &f wrt w be denoted byl R,,. Let the grounded exten-
sion of AR,, wrt att; be GE;. Further let the grounded extensionGfE1 , atts)
be GE, and the grounded extension(@F Es, atts) be GEs.
Proposition 1GE,, = GE3.
Proof As probabilistic arguments do not attack non-probabdiatguments, the
set of non-probabilistic arguments (®E3 and GE,, coincide. Let this set be
NG. It is not difficult to see thar E; is the set of all arguments acceptable wrt
NG wrt att;. It follows that GEs; is the set of arguments acceptable wrt NG
wrt att, U atty. Therefore there are no probabilistic argument&ifi; that are
more specific than other probabilistic argumeniSif,. Applyingatts eliminate
arguments with heaha : 2] if & € w. HenceGE3 = GE,,.
From the existence of rules assigning default values to folbbabilistic parame-
ters and proposition 1, it follows
Proposition 2 For each probabilistic parameter p, there exists exactyargu-
ment of the form(@Q, 4, [p : z]) (resp(Q, 3, [-p: 1 — z])) in GE,, if p € w (resp
—p € w).

From the structures of rules R, it follows:

Proposition 3 For each probabilistic parameter p, there are exactly two-ar
ments of the form(Q, d, [p : z]) and(Q,d’,[-p : 1 — z])) in GE> whered, §’
differ only in their first elements.



Letv = w \ {pn, pn}. Let GE, be the grounded extension &f,. From the
probabilistic acyclicity ofp, it follows

Proposition 4 For each probabilistic literak € v, each probabilistic argument
of the formA = (Q, [« : z]), A € GE, iff A€ GE,,.

Letwy = w U {3} whereg € {p,, —pn} \ w.

Proposition5Let (Q, d, [« : z]) with o € {p,, —p, } be a probabilistic argument
belonging toG E,,. Then the complementatry argumé, &', [-p : 1 — z])1?
belongs toG E,,, -

From propositions 4,5, it followsP(v) = P(w) + P(wp). Hence the lemma
follows from the induction hypothesis.

We can now introduce the notion of assumption-based argtatiemfor jury-based
dispute resolution.

Definition 2.4 An assumption-based argumentation framework for juryebadispute
resolution (ABAJ) is a tuple

(FyPiyooy Pn)s n>1

satisfying following conditions:

1. F is an ABA of the form(R,.A,”) where A contains a special subset, of
positive probabilistic assumptions such that for eacke A,, -« € A and
a = -«aand=a = a.
Arguments inF containing no probabilistic assumptions are norm-basegliar
ments while causal arguments are represented by argumentaining proba-
bilistic assumptions.

2. P; = (Ap,Rip, Fi) are PABA frameworks wittF; = (R;, A;,” ) such that
R CR; and A \ .Ap - .Az 12
Note that the probabilistic assumptionsjhare probabilistic parameters if®;.

Given a probabilistic assumption-based argumentatiomdveork for jury-based
dispute resolutioF, Py, ..., P,), n > 1 with A, denoting the set of probabilistic
assumptions i, the corresponding abstract argumentation frameworkuigr-lpased
dispute resolution iSAF, 115, ..., IL,,F1,...,F,), n > 1 where

1. AF is the argumentation framework defined Byand

2. II, = (W;, P;) wherelV; is the set of possible worlds &; and P; is the associ-
ated probability measure, and

3. for each possible worldy € W;, each argumen!i = (Q,«) in AF, define
whk; Aiff QN (A, U-.Ap) Cwwhere-. A, = {-p|pe A,}.

One may ask what happens in the case where the set of pratialz@iisumptions in
Finan ABAJ is empty. Hence each PABA has only one possible world, the emptyset.
Therefore for each iProb;(A) = 1 iff A belongs to the grounded extension &t This

1 e, ¢ differs fromé only in its first element
12jt follows immediately that norm-based arguments fr@hare also arguments in eadh.



implies that all arguments i are norm-based. In this case, the judge will simply decide
the case without giving it to the jurors. An arguméhnis then accepted if it belongs to
the grounded extension .

Jury’s decisions are often biased. Such bias may have dstepibal roots and con-
stitute parts of the social fabric. The juries in OJ Simpsteds made their decisions
along social lines where black jurors favored Simpson. IBRArameworks represent-
ing the probability spaces of jurors, their biases are gagtby the probabilitic rules to-
gether with norm-based rules that are not contained in th& &&mework representing
the arguments of the dispute parties.

2.1. OJ Simpson again

For illustration, consider again the OJ Simpson example o2 simplification, let us
focus only on the blood sample collected at the murder sa&igetment P is simplified
to argumentP’ stating that Simpson is the murder as the DNA test of bloodpsam
collected at the murder scene show that it is Simpson’s blaoggbmentP’ is based on
the following rules:

ro: simpsonMurder < bloodSample(B), SimpsonBlood(B),

Collected At MurderScence(B), p1

r1: bloodSample(B)

ro: collected At MurderScene(B) < pa

r3: simpsonBlood(B) < dnaTest(B) ~ improper DN AT est

where B is the blood sample shown as physical evidence atitheTthe probabilis-
tic assumptiorp; specifies the causal probability to jump from the premisseis¢ con-
clusion of rulery. Prosecutor needs twnvince the junythatp, is very high, basically
equivalent to 1.0 to be able to convict Simpson. This is oftene by producing evi-
dences showing that Simpson has the motivation and cayatbilcarry out the murder.
We will discuss more about how to influence this probabikitet.

Probabilistic assumptiom, specifies the probability that the blood sample used for
DNA test is collected at the murder scene. Rujentuitively means that if the DNA
test is carried out properly then the blood sample used ih tsts is indeed Simpson’s
blood.

The defence strategy is based on two tracks. First attacdkimdrustability of the
DNA test by using expert’s testimony to raise doubts aboaitthy it is conducted. This
argument D,) is based on the following rules:

rq: improper DN AT est < dr HenryT esttimony, ps

r5. drHenryTesttimony <
where probabilistic assumptigr; specifies the probability that Henry is right in his
testimony.

The second line of defence is to raise reasonable doubt seputor’s argumemn?’
by producing evidences to establish that the probabildfessumptions;, p» are well
below 1.

Imagine the time point during the trial where the prosecutiad presented their
arguments and evidences but the defence had not starteddfience yet. As there is in
general no reason to doubt the integrity of the police andtkeision of DNA tests, it
is sensible to expect that the jury is impressed by the praigets presentation. Their
impression could be represented by following probabdisties:



pri:[p1: 1.0] «

pra. [pg : 10] — 13

As it turned out that Dr Henry Lee was quite an influence todng in his testimony
about the improperity of the DNA tests. The PABA framework®lack jury members
could sensibly contain the rule:

prs: [ps : 0.4] «

Further, by exposing police officer Fuhrman as a liar andstadno could go to any
length to convict black defendants, the defence managesditace the probability gfas
in the eyes of the black jurors to an important degree. Weccsehsibly represent this
by a rule like:

pra: [pa : 0.95] < fuhrmanLiarRacist

Adding other irregularities in evidence collection and tfext" that the glove does
not fit, we could sensibly imagine yet another rule:

prs: [p2 : 0.9] + fuhrmanLiarRacist, otherIrregularities, gloveNotF'it

To summarize, we can sensibly model the probability spatédack jurors by a
PABA framework(A,, R,, F) with F = (R, A, ) whereR = {ro,...,75,76,77,78}
with rg, r7, rg representing facts introduced by the defence:

re. fuhrmanLiar Racist <+ r7. otherIrregularities <— ry.
gloveNotF'it <

A = {~ improper DN AT est}, with A, = {p1, p2,p3} andR, = {pr1,...,prs}
together with complementary rules.

The ABA framework representing arguments presented byjmnties iR, .4, ).

Suppose the probability spaces of the black jurors are septed by the above
PABA framework. The only possible world of these PABAs in aliniSimpson is a mur-
derisw = {pi1,p2, ps}. It follows P(w) = 1.0 x 0.9 x 0.6 = 0.54. It is obvious
that black jurors have serious "reasonable doubt" aboutdhelusion that Simpson is a
murder. Hence using the criteria of beyond reasonable d&irbpson is acquitted.

In the civil trial both probabilistic rulegr,, pr; are not included in the PABA frame-
works of the jury members as Fuhrman is not called as witrregshee plaintiff’s lawyer
does not make the mistake of trying the glove. Testimony att@improper conduct of
DNA tests did not raise much doubts. So rplg could sensibly be replaced by some-
thing with a probability of say 0.2.

It is not difficult to see that the probability of "Simpson letmurder" for a whie
juror is now 0.8, much higher than 0.5. As most jurors in thal tiial of OJ are white,
this explains his conviction by majority vote using preperahce.

2.2. Modelling Rhetoric and Emotional Arguments

Rhetorics and emotions play key roles in trials and decisiakings of humans. A good
lawyer is often one who could play to the emotions and biaselseojury. This could
also be seen at the Simpson’s trial. For example, to denaiadtrat Simpson is a caring
family man, the defence had put a spin on Simpson’s life duaiwvisit to his house by
the jury, judge and the media by putting a Bible and pictuféssomum and other black
people on his table [10]. This seemed to have a good effeetiacing the probability of
pai, i.e. weakening the conclusive force of the DNA test resillte effects of rhetorics

13For short, we do not write down explicitly the complementaries



could be naturally represented in our PABA by probabiligties like some rule stating
that seeing the Bible reduces the probability of probaizligarametep; .

3. Conclusion and Discussion

We have proposed an argumentation framework for jury-bdsgmite resolution by in-
corporating probabilistic reasoning into abstract argotawgon as well as assumption-
based argumentation. We in fact have provided a theory tsuoneahe strength of ar-
guments and their "accrual”. The separation between angiatien and probabilities
spaces in probabilitic argumentation offers a very highrde@f modularity and encap-
sulation. There is for example no constraints that the @iffecomponents of the frame-
work must be based on the same language.

Though our notion of PABA is related the independent chadgéd of Poole [7] and
the probabilistic logic programming of Baral,Gelfond andsRton [1], the conceptual
idea underlining our work is different to theirs. Unlike in,1], we do not consider the
(stable or preferred or some other kind of) extensions asilplesvorlds of the probabil-
ity spaces represented by a PABA. Note that a PABA with engptylsprobabilistic rules
may have many stable extensions but only one possible wonisisting of the emptyset
of probabilistic parameters. Further, as we use the PABA gibunded semantics as a
vehicle to "compute" the probability measure of possiblelgsthat are defined exter-
nally to the PABA, it does not matter whether the concerneBAAas stable seman-
tics or not. In difference to [7,1,9], we are not interestedhie probabilities of queries
concerning the PABA of the jurors. We are interested in tlababilities of the queries
concerning the "non-probabilistic" knowledge base setythb judge.
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