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Abstract. Note taking is a common way for physicians to collect information 
from their patients in medical inquiries and diagnoses. Many times, when de-
scribing the pathology in medical records, a physician also draws diagrams 
and/or anatomical sketches along with the free-text narratives. The ability to 
understand unstructured handwritten texts and drawings in patient record could 
lead to implementation of automated patient record systems with more natural 
interfaces than current highly structured systems. The first and crucial step in 
automated processing of free-hand medical records is to segment the record into 
handwritten text and drawings, so that appropriate recognizers can be applied to 
different regions. This paper presents novel algorithms that separate text from 
non-text strokes in an on-line handwritten patient record. The algorithm is 
based on analyses of spatio-temporal graphs extracted from an on-line patient 
record and support vector machine (SVM) classification. Experiments demon-
strate that the proposed approach is effective and robust.  

Keywords: Automated patient record, Document segmentation, Spatio-
temporal analysis, Online handwritten document. 

1   Introduction 

Introduction of computer-based patient record systems has become an important ini-
tiative in many countries in an attempt to improve healthcare quality and control costs 
[1]. While electronic patient record systems have many advantages over traditional 
paper based systems, acceptance among physicians has been slow. Many physicians 
find that electronic patient record systems are difficult to use require more time than 
traditional paper based systems [2, 3]. Electronic patient records are typically highly 
structured and make use of standardized vocabularies. While this facilitates process-
ing of the information and communication among physicians, it has negative implica-
tions for the naturalness of the interaction. Physicians commonly use narrative and 
sketches to record patient information but the structured form of the records does not 
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allow for this. Furthermore, physicians must map their concepts corresponding to 
their findings, diagnoses, and tests into the computer’s predefined concepts, which 
requires time and can be constraining if the provided vocabulary is not sufficiently 
rich.  All of these factors can result in the electronic patient record system interfering 
with the physician’s though process rather than supporting it [4] [5]. Because of these 
factors, paper records still play a critical part in daily clinical work. 

With the pen-based computing technology, the authors and colleagues are currently 
developing an electronic patient record system which can understand freehand ana-
tomical sketches, annotations, and handwritten free-text. Understanding means that 
the system has the ability to recognize and interpret handwritten text, sketched draw-
ings, and annotated symbols, and the ability to identify the context of the whole page. 
Such a system would combine the flexibility and user-friendliness of paper-based 
records with the ability to electronically process and search the information.  

Normally, physicians use medical narratives in the form of unstructured text which 
are flexible, expressive, and familiar to them as an essential tool for diagnosis and 
decision making. They also often draw diagrams and/or anatomical sketches and an-
notate them. Some typical patient records are shown in Fig 1.  

 

  
 

Fig. 1. Examples of paper-based patient records1 

 
Because the page is potentially composed of different kinds of elements, the first 

and crucial step is to decompose the page into text and drawing regions. This step 
aims to group ink strokes of the same kind and to send them to proper recognizers in 
later steps.  

In this paper, we present a novel approach to classifying ink strokes as text or non-
text based on analyses of what we call spatio-temporal graphs. Instead of extracting 
features directly from ink stroke points as commonly found on other work in this 
field, features of the spatio-temporal graphs are calculated and extracted. The tempo-
ral neighborhoods are also taken into account based on the assumption that words and 
drawings are typically composed of contiguous strokes. We use a support vector ma-
chine (SVM) as a classifier to classify the strokes as text or non-text. The approach is 
robust to cursive and block hand writing. 

                                                                                       

1  We thank to Dr. Siriwan Suebnukarn from Thammasat University for generously providing 
her medical expertise, data, and time. 
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2   Related Work 

Since the late 1990’s, the area of pen-based user interfaces has been very active. Ap-
plications include engineering drawings and simulations [6-8], architecture design [9], 
computer-aided design [10, 11], user interface and software design [12, 13], military 
planning [14], knowledge acquisition [15], music editing [16], and image retrieval 
[17, 18]. The only work in medical application of sketch-based interfaces that we 
know of is UNAS (UNderstanding Anatomical Sketches) [19], which is applied to 
COMET, a collaborative intelligent tutoring system for medical problem-based learn-
ing [20, 21].  

In pen-based computing research, one of the most challenging problems is to sepa-
rate the ink strokes into text, diagrams, and symbols. The objective of this process is 
to be able to cluster the strokes together and to send them to the right recognizers. 
This segmentation is necessary to design a robust interpretation of the ink even for an 
intelligent ink editing system [22]. Shilman et al. [23] also found that users prefer not 
to be constrained by facilitate ink understanding, such as pressing a button to switch 
modes or some special regions to identify the type of strokes [22]. Jain et al. [24] used 
a hierarchical approach to analyze on-line documents. They separate text and non-text 
stroke using only two stroke features, stroke length and stroke curvature, computed 
from individual strokes. This is based on the assumption that text strokes are typically 
short. However, this assumption cannot be applied to cursive writings and scribbles, 
which are ubiquitous in medical documents. Bishop et al. [25] proved that considering 
contexts of strokes allows better accuracy than using only stroke features. They use 
both features of the strokes and features of the gaps between strokes combined with 
temporal information using Hidden Markov model (HMM). Shilman et al. [23] use a 
completely different approach. They applied the bottom-up approach to separate text 
and graphics, that is starting with the strokes and repeatedly group them into letters, 
words, lines, and paragraphs. This method greatly depends on character recognition 
algorithms, which are not suitable for handwritten text scrawled by some physicians.  

3   The System 

The input data for our system are on-line digital ink documents, which are composed 
of sequences of strokes, separated by gaps. A stroke consists of a sequence of stroke 
points (x and y coordinates) recorded between a pen-down event (when the tip of the 
pen touch the screen) and a pen-up event (when the pen is lifted away from the screen). 
In addition to the spatial data of each stroke point, a time stamp indicating the time 
when the point was created is also recorded. These time stamps provide us the tempo-
ral ordering of the stroke points. It is obvious from other work [24-26] that the spatial 
information alone can give us rich useful features to separate text from non-text, we 
would expect to achieve better performance if we take temporal information in to ac-
count. We also believe that, people intuitively make the same kind of strokes consecu-
tively before change to another kind of strokes. In other words, we can say that people 
will typically draw several graphics strokes in succession in order to draw a picture,  
or will scribble several text strokes in succession while writing some words. Because 
of this fact, we would also expect to improve the performance of the system by  
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extracting information from a group of neighboring strokes instead of an isolation of 
individual stroke. We describe our approach in detail in the following subsections.  

3.1   Spatio-Temporal Graphs 

To extract information from both spatial and temporal aspects of an ink document, we 
construct two graphs representing spatio-temporal relationships of strokes in the 
document. An X-T spatio-temporal graph is a graph with its horizontal axis represents 
temporal information of strokes (time stamp of each stroke point) and its vertical axis 
represents x-component of spatial information (x coordinates of each stroke points), 
constructed by plotting x value against time-stamp of each stroke point. A Y-T spatio-
temporal graph also has temporal information of strokes as its horizontal axis and y-
component of spatial information as its vertical axis. The Y-T graph is constructed in 
the same manner as the X-T graph, which is plotting y coordinates of a stroke point 
against its time stamp.  

 

 
 

Fig. 2. A sample page of on-line patient records 

 
Fig 2 shows a page of an on-line patient record, while Fig 3a and Fig 3b are the  

X-T and Y-T spatio-temporal graphs of the page in Fig 2, respectively. This patient 
record was written from left-to-right and top-to-bottom manner as found in the most 
western languages. In this example, the sketch of a patient’s hand was drawn early in 
the page, which is corresponding to a part of the Y-T graph that look like a big U-
shaped on the left side of the graph. We can notice from both X-T and Y-T graphs 
that there are some consistencies in the properties of text line strokes. We might say 
that stroke points of a text line, when plotting in X-T graph look like a slanted line, 
with its slope represents a horizontal speed of the writing. The fact that text letters 
have limited and almost the same height reflects as groups of horizontal lines in the 
Y-T graph. When we write a line of text, we move the pen much more up-and-downs 
than when we draw a picture. This fact is also shown as high frequency component 
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Fig. 3. Spatio-temporal graphs, X-T (a) and Y-T (b), constructed from the page in Fig 2 

 
(looks like jagged line) in the graphs, especially the Y-T graph. From these unique 
properties of text lines in the spatio-temporal graphs, we can extract features from the 
graphs and use them to classify text or non-text strokes. 

3.2   Features Extraction 

At this point, we have two spatio-temporal graphs representing the whole strokes in 
the document, and we also know that text lines have certain unique properties, which 
are;  

1) a text stroke and its neighbors form a line with certain angles in the X-T graph,  
2) they form a horizontal line in the Y-T graph,  
3) the widths of these lines (in both X-T and Y-T graphs) are consistency and lim-

ited, and  
4) these lines are jagged with relatively high frequency.  

We derive 9 features from these properties, which can be categorized into two 
groups, line-based, and frequency-based features. The followings are detail of these 
features. 

Line-based Features: To compute the line-based features, we fitted an interesting 
graph point and its neighbors with a line. We use RANSAC [27] as a line-fitting 
method, because of its robustness to outliers. Once we fit a line to the graph points, 
we can compute; 1) An angle between temporal axis and fitted line in the X-T graph, 
2) An angle between temporal axis and fitted line in the Y-T graph. 3) a correlation 
coefficiency of points in the X-T graph, 4) a correlation coefficiency of points in the 
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Y-T graph, 5) a standard error of estimation of the fitted line in the X-T graph, and 6) 
a standard error of estimation of the fitted line in the Y-T graph.  

Frequency-based Features: In this category, we use two properties in computing the 
features. The first property is the relative extrema density [28], which is a measure for 
texture analysis. The relative extrema density are defined as the number of extrema 
per a period of time. The extrema are defined along the temporal axis in the following 
way. A graph point at time t is a relative minimum if its value f(t) satisfies 
 

f(t)  ≤  f(t+1)   and   f(t)  ≤  f(t-1)       (1) 

 A graph point at time t is a relative maximum if  
 

f(t)  ≥  f(t+1)   and   f(t)  ≥  f(t-1)       (2) 
 

Note that with this definition, each point in the interior of any constant value run of 
points is considered simultaneously relative maxima. That is every points on a flat 
line or a plateau both are considered relative maxima. Plateaus at the local extrema, 
and plateaus on the way down from or up to the extremum also fall into this scenario, 
which is not desirable in our algorithm. To avoid this problem, we perform a preproc-
essing step and slightly modify the original relative extrema density algorithm. In the 
preprocessing step, we compress the graphs by eliminating the consecutive redundant 
value. To do that, the center of a plateau is considered to be a representative of that 
plateau, while the rest points in the plateau are ignored. 

The second property is the stroke cusp density, which is the only property we com-
pute directly from the stroke points, not the graph points. Stroke cusps are stroke 
points where the direction of the stroke has changed abruptly. The endpoints of each 
stroke are also considered as cusps. Fig 4 shows an example of cusps (depicted as 
superimposed red circles) on a sketch. From the figure, we can see that cusps are quite 
denser in a line of text (annotating words) than in a drawn picture (an eye). We define 
a stroke cusp density as the number of cusp in a period of time. We compute stroke 
cusps directly from the sketch, count them, and calculate the density. 

 

 
Fig. 4. An example of a sketch with cusps. Cusps are illustrated as red circles and superim-
posed on the sketch. 

From the above definition of the relative extrema density and the cusp density, we 
derived three features from them as 7) a relative extrema density of the X-T graph, 8) 
a relative extrema density of the Y-T graph, and 9) a stroke cusp density. 
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To extract these 9 features, firstly, we have to cluster graph points into groups, be-
cause all of the above features can be computed only from a group of points. One pos-
sible way to compute these features is to divide a graph into some smaller segments, 
and extract these features from each segment. We have tried this approach, and found 
that this approach depends too much on divider algorithms. If the divider fails to di-
vide a graph at proper positions, especially at the points between text and non-text 
graph points, the misclassifications are very high. To avoid this problem, we use mov-
ing window method to compute these features. The moving window is move along 
the temporal axis in both graphs. At a particular point in the graph that the window 
moves to, maximum weight is added to the point at the center of the window. Weights 
are gradually reduced and added to points that far away from the center of the win-
dow. The features at a particular point are computed from these weighted points.  

At each stroke, features associated with the stroke are computed by averaging fea-
tures of every stroke points in the stroke. The features of a stroke are kept to be used 
in the classification step.  

3.3   Classification 

Once all stroke features are computed, we construct a stroke classifier, which classi-
fies strokes as text or non-text. Given these features, we believe that most standard 
classifiers can give us good results. We initially used k-nearest neighborhood (KNN) 
as our classifier. Then we tried a support vector machine (SVM) with C-SVM model 
and radial basis function to perform the classification. With this classifier, we per-
formed parameter optimizations and found that the SVM is slightly more accurate 
than KNN. 

4   Experimental Results 

The experimental data was randomly collected from patient records at Thammasat 
University Hospital, Thailand. In total, 10,694 strokes (9,070 text strokes, and 1,624 
non-text strokes) were collected from 83 patient records from approximately 8-10 
physicians. Because the hospital used paper-based patient record and the physicians’ 
time for their patients was very limited, it was unable to make the physicians sketch 
directly on a tablet PC. Thus we collected data by taking photos of the records at the 
end of examination sessions. Then, we copied the records into ink documents by dis-
playing a patient record image on the tablet screen and sketching over it. Due to the 
limited number of data, we adopted 10-fold cross-validation technique to train and 
test the data. All strokes were stratified based on stroke class to ensure that the ran-
dom sampling in cross-validation technique was done with each stroke class was 
properly represented in both training and test sets. To do this we employed Weka [29] 
as our test platform. Our algorithms achieved the accuracy of 94.61% in the 10-fold 
cross-validation test. Table 1 shows the confusion matrix of the results. 

We also manually evaluated the results by looked through each classified page. We 
found that our approach provides good results, even though the text was scrawled and 
highly illegible. Fig 5 shows an example of our classified page, with non-text strokes 
marked in blue and text strokes in black.  
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Table 1. Confusion matrix showing the results of the evaluation. The rows correspond to the 
true class and the columns to the predicted classes. 

  Classified as 
  Text Non-Text 

Text 8,938 132 
Actual 

Non-Text 444 1,180 
 

 
 

Fig. 5. An example of correctly classified scribbles in a patient record 

5   Conclusion and Future Work 

In this paper, we have presented a system for segmenting on-line patient records into 
text and non-text strokes. The system exploits features of the spatio-temporal graphs 
constructed from the patient record pages. The temporal neighborhoods of the spatio-
temporal graph point are also taken into account, which based on the assumption that 
strokes of the same type tend to be correlated. We use support vector machine (SVM) 
as a classifier to classify the strokes. The experimental results demonstrate that the 
approach achieves high accuracy and is robust to cursive and scrawl writings which 
are ubiquitous in medical documents.  

Although the accuracy of the approach is high, we believe that our current method 
can most probably be refined to yield better results. For example, at the moment, we 
ignore the properties of an individual stroke, which are usually utilized by most of 
other work in this area. For the moving window technique we applied in the algo-
rithm, we move the window along the temporal axis of the graph. However, intui-
tively the strokes which are not in close spatial proximity should not be considered as 
the same group. Therefore, taking spatial axis into account in moving the window 
might improve the results. We also wish to gather more test data, especially on draw-
ings, which will provide us more quantitative and qualitative insight of the nature of 
the medical documents. 
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