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ABSTRACT

Video shot segmentation is an important step in key

frame selection, video copy detection, video summarization,

and video indexing for retrieval. Although some types of

video data, e.g., live sports coverage, have abrupt shot bound-

aries that are easy to identify using simple heuristics, it is

much more difficult to identify shot boundaries in other types

such as cinematic movies. We propose an algorithm for shot

boundary detection able to accurately identify not only abrupt

shot boundaries, but also the fade-in and fade-out boundaries

typical of cinematic movies. The algorithm is based on anal-

ysis of changes in the entropy of the gray scale intensity over

consecutive frames and analysis of correspondences between

SURF features over consecutive frames. In an experimental

evaluation on the TRECVID-2007 shot boundary test set, the

algorithm achieves substantial improvements over state of the

art methods, with a precision of 97.8% and a recall of 99.3%.

Index Terms— Shot boundary detection, SURF, Run

length encoding

1. INTRODUCTION

Videos are sources of education, entertainment and informa-

tion, and video databases are rapidly increasing in number and

size. As the volume of publicly available video data increases,

it is becoming more difficult to index and retrieve them from

their databases. Therefore, there is a need for robust, effi-

cient, and accurate video indexing algorithms. One of the

most common approaches to video indexing involves break-

ing the video into shots and storing a representative frame

for each shot. A video shot is an uninterrupted sequence of

frames depicting a single scene or event, and segmenting a

video into shots means identifying the boundaries between

consecutive shots.

There are two types of shot boundaries, abrupt and grad-

ual. These types of boundaries are also known as hard cuts

and soft cuts, respectively. Abrupt shot boundaries occur

when the scene changes immediately between two frames,

e.g., when the camera focus changes from one person to

another during a conversation. Gradual shot boundaries, on

the other hand, involve gradual scene changes over several

frames. Gradual shot boundaries often occur at the beginning

or end of television shows, advertisements, and movies; the

effects include fade in, fade out, and dissolve.

Abrupt boundary detection is relatively easy compared to

gradual boundary detection because the difference between

two consecutive frames at an abrupt shot boundary can be

easily detected. Let {fi}i∈1,...,n be the frames of a video. fi
can be considered an abrupt shot boundary if the similarity of

fi and fi+1 is low. Gradual shot boundary detection, on the

other hand, requires comparison of frame fi to frame fi+k for

some unknown k > 0.

In the literature, many algorithms for shot boundary de-

tection have been proposed. Some of the algorithms are ex-

tremely effective for particular types of data including news,

sports, dramas, or advertisements. Zhang et al. [1] use a very

simple frame-to-frame pixel intensity difference measure

D(fi, fi+1) =

∑W

x=1

∑H

y=1
|fi(x, y)− fi+1(x, y)|

W ×H
,

where W × H is the number of pixels in the image and

fi(x, y) is the gray level intensity of the pixel at coordinates

(x, y) in frame i. The method signals an abrupt shot boundary

at fi when D(fi, fi+1) is above some threshold T . The main

limitation of this approach is that it is sensitive to camera and

object movement [2].

One solution to the problem of a moving camera or ob-

ject is, rather than comparing individual pixel intensity dif-

ferences, to use a difference measure comparing histograms

derived from successive frames [3, 4, 1], in particular,

D(fi, fi+1) =

N
∑

k=1

|Histfi(k)−Histfi+1
(k)|,

where Histfi(k) is the k-th bin of the gray level histogram for

frame fi and N is total number of bins. Some of the limita-

tions of this approach are that two distinct images can be rep-

resented by same histogram and that it does not detect gradual

shot boundaries.
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Cernekova et al. [5] propose a shot boundary detection

method based on mutual information and joint entropy be-

tween successive frames for a sports dataset. At abrupt

boundaries, the mutual information is low. Joint entropy is

useful for detecting fades; the joint entropy will be high for an

extended period of time during a fade-in, as visual intensity

gradually increases, or during a fade-out, as visual intensity

gradually decreases. Chavez et al. [6] propose supervised

learning with support vector machines (SVMs) to separate

abrupt boundaries from non-abrupt boundaries. To capture

information about illumination changes and fast motion, they

calculate a dissimilarity vector incorporating a rich set of fea-

tures, including Fourier-Mellin moments, Zernike moments,

and color histograms (RGB and HSV). After the dissimilar-

ity vector is input to the SVM to detect abrupt boundaries,

illumination variance and an average gradient over the image

are used to detect gradual boundaries. Ling et al. [7] pro-

pose another learning algorithm based on SVMs comprised

of three steps. In the first step, frames unlikely to be shot

boundaries, due to smooth changes, are removed. In the sec-

ond step, features including intensity differences, differences

in vertical and horizontal edge histograms, and differences

between HSV color histograms are extracted then classified

by a SVM to detect abrupt boundaries. In the third step, grad-

ual boundaries are detected using temporal multi-resolution

analysis.

We propose a method that is not only able to detect abrupt

boundaries accurately but is also able to detect fade bound-

aries with high accuracy. Fade boundaries are first detected

indiscriminately based on temporal changes in the entropy

of the pixel intensity across each image, then analysis of

SURF feature correspondences across candidate boundaries

is used to reject likely false positive boundaries. The method

achieves high precision and recall on the TRECVID 2007 test

data set.

2. BACKGROUND AND DEFINITIONS

2.1. Entropy

Entropy measures the uncertainty of a random variable.

Let X be a discrete random variable over events AX =
{y1, . . . , yN} with associated probabilities PX =
{P1, . . . , PN}. The entropy of X is

EX = −
∑

y∈AX

Py logPy

We use the entropy of an image’s gray scale intensities to

track image changes over time. We assume a discrete ran-

dom variable I with values from 0 to 255 and treat an image’s

pixel intensities as i.i.d. samples from an unknown discrete

distribution PI over I . To estimate PI , given an input image,

we first calculate a histogram HI of the pixel intensities then

normalize.
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Fig. 1. Gradual shot boundary detection by entropy. (a) Grad-

ual increase in entropy at a fade-in. (b) A sub-sequence of the

frames in which the fade-in boundary is detected. Frames are

taken from the The Pink Panther (2006).

2.2. Local keypoint descriptors

As previously mentioned, we detect candidate shot bound-

aries fairly indiscriminately. We then use the Speeded Up

Robust Features (SURF) [8] algorithm to find point corre-

spondences across a candidate shot boundary, treating as a

false positive any candidate boundary across which the point

correspondences are consistent. The SURF algorithm identi-

fies keypoints in an image then provides a 64-element vector

describing the texture around each keypoint, normalized for

rotation and scale. The descriptors can be used for fast and

robust point matching between two images under scale, rota-

tion, noise, illumination changes, and changes in a cluttered

background. Interested readers are referred to the original

work for details.

3. SHOT BOUNDARY DETECTION

In the proposed method, shot boundaries are extracted from

videos using frame entropy and SURF descriptors. Fade

boundaries are found by detecting changing patterns of en-

tropy during fade effects. Abrupt boundaries are detected

by difference of entropy in adjacent frames, and SURF is

also used in abrupt boundary detection. The frequency of

occurrence of abrupt shot boundaries in videos is higher than

the occurrence of gradual shot boundaries. Therefore, abrupt

shot boundaries are the main focus of the paper.

3.1. Gradual shot boundaries

In a fade effect, there is change of illumination either from a

dark image to a brighter image or a bright image to a darker
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Fig. 2. Abrupt boundary detection using pixel intensity en-

tropy changes. (a) Large changes in entropy. (b,c) Shot

boundaries corresponding to changes shown in panel (a).

Frames are from The Pink Panther (2006).

image. The entropy of a dark image is very low, close to

zero. During fade-in and fade-out effects, entropy gradually

increases or decreases. For example, in the case of a fade-in

boundary, the pixel intensity entropy will gradually increase,

as shown in Figure 1.

To find increases or decreases in the pixel intensity en-

tropy, we use a fade signature. For a video V , represented by

entropy measurements V = {fe1 , fe2 , . . . , fen}, where fei is

the entropy of the ith frame and n is total number of frames in

video, the fade signature is FS = {u1, u2, . . . , un−1}, where

ui is defined as

u0 = 0

ui =







1 fei > fei+1

0 fei < fei+1

ui−1 fei = fei+1

FS is a binary sequence with 0 indicating that entropy

is increasing and 1 indicating that entropy is decreasing. We

perform run length encoding (RLE)1 on the FS sequence to

obtain a sequence of pairs in which the first element is a value

in the FS sequence and the second element is the number of

consecutive times the value appears in the sequence. For ex-

ample, given the FS sequence {0, 0, 1, 1, 1, 0, 1, 0, 0, 0, 0, 0},

the RLE is {(0, 2), (1, 3), (0, 1), (1, 1), (0, 5)}. We enrich the

RLE with the minimum entropy of the frames in each run

to obtain a sequence of triples R = {r1, r2, . . . , rm}, where

rj = (aj , bj , cj), with aj either 0 or 1, bj the length of the

run of aj , and cj the minimum entropy of the bj frames in the

run. If the length bj > Tf and 0 < cj ≤ Te, we consider the

1http://mathworld.wolfram.com/Run-LengthEncoding.html
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Fig. 3. Precision and recall at different pixel intensity entropy

difference threshold values. The curves are for The Pink Pan-

ther (2006).

run to be a fade effect with aj indicating whether the run is

a fade-in or a fade-out. The constraint on cj ensures that the

entropy has either decreased to or increased from a low en-

tropy. Without this constraint, many false alarms are detected

as dissolves, gradual appearances of objects, and so on. Once

all fades are detected by RLE on FS, we can easily find the

boundaries of fades. For the fade boundary2, cumulative sum

of all frequencies
∑j

i=1
bi is taken.

The value of Tf can be computed experimentally or by

using some prior information and the number of frames per

second. Since fade effects last for a few seconds, Tf can be

set to the number of frames expected to occur during the min-

imum expected fade duration.

3.2. Abrupt shot boundaries

In an abrupt shot boundary, the camera perspective changes

instantly from one frame to the next. This reliably causes a

big difference in pixel intensity entropy as shown in Figure 2.

Whenever the difference in entropy between two successive

frames is above a threshold T , we declare a shot boundary.

The threshold T can be set experimentally to give high re-

call or high precision, as shown in Figure 3. However, while

low values of T give high recall, they also lead to low preci-

sion due to many false alarms occuring with changes in a sin-

gle shot. Examples are shown in Figure 4. Conversely, high

values of T give high precision but low recall. Some exam-

ples of shot boundaries with relatively small entropy changes

are shown in Figure 5.

To overcome the problems mentioned above, we use two

steps, as shown in Figure 6. In the first step, shot boundaries

are found by comparing the difference of entropy of two ad-

jacent frames with threshold T1. High values of T1 are used

2Actual location of fade in video
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Fig. 4. False detection of shot boundary using entropy

method. a) A change in light intensity (a flash). b) Grad-

ual disappearance of an object from a scene. c) Significant

motion in the scene.
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Fig. 5. Examples of problems with entropy difference based

shot boundary detection. a) Three possible abrupt shot bound-

aries, where (1) and (2) are true shot boundaries but (3) is not

a shot boundary. The difference of entropy at (3) is greater

than (2) but less than (1). (b) Adjacent frames for point (1).

(c) Adjacent frames for point (2). (d) Adjacent frames for

point (3).

(a)

Fig. 6. Steps of abrupt shot detection process.

so that only those boundaries are detected that have obvious

differences in visual contents, e.g., the examples shown in

Figure 2. Since T1 is high, it provides high precision but low

recall. In a second step, to improve the recall, we use another

lower threshold T2 sufficient to detect all boundaries but with

many false alarms. We treat these boundaries as candidate

boundaries and attempt to eliminate the false alarms.

After detecting candidate boundaries, we use SURF key-

point correspondences to eliminate false alarms. If there are

C = {c1, c2, . . . , ck} candidate boundaries, where each ci is

an index of a frame in the video, then SURF features are ex-

tracted from fci and fci+1 then matched using nearest neigh-

bor search. In case of abrupt boundaries, fci and fci+1 would

have minimum feature matching. Let Q and R be the set of

SURF features detected from fci and fci+1, respectively. We

assume that point pair (qi, rj) is a match if the following con-

ditions hold:

• The Euclidean distance d

d(qi, rj) = min
rk∈R

d(qi, rk)

• and following inequality holds

d(qi, rj) < min
rl∈R,l 6=j

d(qi, rl)× β

where 0 < β < 1, the smaller β , the fewer the matched

points. We set β to 0.6. If the matching score between the
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Fig. 7. Example SURF feature extraction and matching

across a candidate shot boundary. a) Candidate boundary. b)

SURF features. c) Matches between features.

features of fci and fci+1 is less than Tc, then fci is added to

the set of shot boundaries S. We define a matching score as

Matching score =
M

|Q|
× 100,

where M is the number of matched features and |Q| is num-

ber of features in fci . At the end of elimination process, S

contains all the abrupt shot boundaries. Examples of feature

extraction and matching are shown in Figure 7. Some bound-

aries eliminated due to the high matching between features

are shown in Figure 8, where only the fci and fci+1 frames

are shown.

We find that during the false alarm elimination step,

there are some abrupt boundaries that are missed due to

weak matching (outliers) of features by nearest neighbor

search. Examples are shown in Figure 9. To overcome weak

matches, we compute the standard deviations of the key-

points’ horizontal locations (σx) and vertical locations (σy)

in each image. With a high capture rate, the shift in keypoint

locations from frame to frame should not be larger than Tσ .

Therefore, features can be restricted by using horizontal σ
fci
x

and vertical σ
fci
y standard deviation. If horizontal and vertical

standard deviation of SURF features in fci+1 frame is greater

σ
fci
x + Tσ and σ

fci
y + Tσ then it is treated as weak matching

and ci is classified as abrupt boundary.

4. EXPERIMENTAL RESULTS AND DISCUSSION

We used the TRECVID-2007 shot boundary test set along

with action movies, cartoons, and video lectures for testing

the proposed shot detection method. For performance evalu-

ation, we used the standard precision and recall measures:

Recall =
Nboundaries detected

Ntrue boundaries

Precision =
Ntrue boundaries detected

Nboundaries detected

Table 1. Threshold values for experiments

Threshold Value Description

Tf fps ×α Frames per second with α, where α

is number of seconds

α 0.5 to 2.0 Gradual effects can be detected in

the interval from 0.5 to 2.0 seconds

T1 20% Percentage change in entropy from

one frame to the next frame

T2 2 %

Tc 10% Percentage of matching between

SURF features

Tσ 9% Threshold to control standard devi-

ation

Table 2. Comparison of methods for shot boundary detection

on TRECVID 2007.
our framework [9] [10]

Precision 97.8% 96.99% 96.183%

Recall 99.3% 95.217 93.161

The values we used for the various thresholds are given in

Table 1. We set them experimentally to obtain good perfor-

mance.

On TRECVID-2007, the proposed method achieved the

best published performance thus far. A comparison to exist-

ing results is shown in Table 2. Note that only 6% of the

TRECVID-2007 boundaries are gradual. We obtain 93% pre-

cision and 100% recall over the fade boundaries. Our false

alarm rate for for gradual shot boundaries is still relatively

high due to increasing or decreasing entropy in dissolves and

gradual appearance of objects in a scene.

We obtained good results for the abrupt shot boundary de-

tection on videos and TRECVID-2007 test sets, we efficiently

detected abrupt shot boundaries with 99.3% recall and 97.8%

precision. Correspondence(matching) problem between local

features is one of the key problems. We tackled this prob-

lem statistically using standard deviation. Results show that

(a) (b)

(c) (d)

Fig. 8. False alarms eliminated using SURF features.
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Fig. 9. Weak matching of SURF features

the features detected in fi will not be scattered more than Tσ

in fi+1 and this is due to the fact that there are more than

20 frames/second and very minor motion is also captured in

hundred of frames. Standard deviation provided good results

in videos but it is not efficient in images and object detection

and recognition algorithms, e.g. in case of object detection,

query image can be of various scales or may contain affine

transformations.

SURF features are robust to various transformations but

suffer in extreme low or high lighting in the movies such as

in case of very bright or very dark images, the information

of edges are lost. Therefore, SURF cannot find any features

in the said scenario. SURF features also showed compara-

tively low performance in the presence of fade boundaries.

To overcome these limitations, fade boundaries were detected

and excluded prior to the application of SURF for abrupt shot

boundary detection.

5. CONCLUSION

We have proposed a new method for shot boundary detec-

tion that is robust to camera motion, extreme illumination ef-

fects, object motion, and camera panning by making use of

entropy difference analysis and SURF descriptor correspon-

dences. The method produces good results on the TRECVID-

2007 test set. We have also experimented with action movies,

cartoons, dramas, and video lectures, with good results.

The proposed method could be used as a starting point

for key frame extraction. Our preliminary experiments show

that the median frame from each shot is a good representative

of the entire shot. These key frames can be used for efficient

video retrieval, video copy detection, and scene identification.
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